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Goal

Archaeology: the study of the past through fragmentary
material remains.

Want a method to complete the fragments that is:

Quantitative
Employs as few arbitrary modeling choices as possible
Lends insight into the archeological record
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Definitions

Sample: A sample A is represented by an n-vector:

x(A) =

 x1(A)
...

xn(A)


Attribute: A attribute is one of the n entries of the sample
(e.g. x1(A)=number of rooms in house A)

Complete samples: The set of m samples where all
attributes are known (e.g. complete excavation)

Gappy sample: A sample where some attributes are unknown
or missing (e.g. incomplete excavation)
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“Standard” regression

Supervised learning method: maps inputs to outputs
Build a model for each combination of known (inputs) and
unknown (outputs) attributes.
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Example: n = 4 attributes, m = 3 complete samples

E [x1(B1)] = a1 + a2x2(B1) + a3x3(B1)

E [x4(B1)] = b1 + b2x2(B1) + b3x3(B1)

E [x2(B2)] = c1 + c2x1(B2) + c3x4(B2)

E [x3(B2)] = d1 + d2x1(B2) + d3x4(B2)

x Basis functions arbitrarily chosen (linear, why not quadratic?)

x Need n = 4 different models (a, b, c , d)
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Dimension of the system

Least-squares matrix (linear regression) is m × (l + 1), with
l ≤ n the number of known attributes

Matrix must be “skinny” do avoid being underdetermined

X OK when more full samples than attributes (m > n)

x Cannot handle the case with more attributes than full samples
(n > m)
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Problems and a proposed solution

“Standard” regression

1 Arbitrarily-chosen basis functions
2 Requirement: more complete samples than attributes
3 New model for each gappy sample

Gappy Proper Orthogonal Decomposition (POD): proposed
method

1 Basis functions are derived empirically X
2 Can handle the case with more attributes than samples X
3 One model for all gappy samples X

Additional benefit: “eigensamples” which lend insight into
the archaeological record
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Gappy POD—previous applications

Facial image reconstruction [Everson and Sirovich, 1995]

Aerodynamic flow field reconstruction
[Bui-Thanh et al., 2003]

Optimization [Robinson et al., 2006]

Real-time simulation of large-scale nonlinear systems
[Carlberg et al., 2010]
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Method overview

A supervised learning method based on an unsupervised
technique:

1 Compute eigensamples: vectors which best represent the
complete sample set

2 Represent the gappy sample using the eigensamples by trying
to match the known attributes

3 Use this representation to estimate the missing attributes
of the gappy sample
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Step 1: compute eigensamples

Eigensamples: the principal components of the m complete
samples {A1, . . . ,Am}

Efficiently obtain them via the singular value decomposition
of the scaled full sample matrix:

[x̄(A1) · · · x̄(Am)] =
[
u1 · · · um

]
ΣV T

X Empirically derived basis functions (unsupervised learning
method): not arbitrary
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Eigensample interpretation

Mathematically characterize dominant attributes in the data
set

Most members of the data set can be well-represented using
the first few eigensamples

47th International Symposium ELMAR-2005, 08-10 June 2005, Zadar, Croatia 

 ICA can be used in face recognition in two 
different ways [5]. It is standard practice to refer to 
them as Architecture I and Architecture II and this 
nomenclature will be adopted here as well. Their 
basic differences can be seen in Fig. 4. 

Fig. 4. Two architectures for performing ICA on faces [5]. (a) 
Performing source separation on face images produced 
independent component images in the rows of U. (b) The gray 
values at pixel location i are plotted for each image. ICA 
Architecture I finds weight vectors in the directions of statistical 
dependencies among the pixel locations. (c) U has factorial code 
in its columns. (d) ICA Architecture II finds weight vectors in the 
directions of statistical dependencies among the face images.

Fig. 5. An illustrative example of differences between PCA, ICA 
Architecture I, ICA Architecture II and LDA. Top row shows top 
eight PCA eigenfaces. The second row shows localized feature 
vectors for ICA Architecture I. The third row shows eight non-
localized ICA feature vectors for ICA Architecture II. Bottom row 
shows LDA representation vectors (Fisherfaces).

 In Architecture I [5], [14] the input face images 
X are considered to be a linear mixture of 
statistically independent basis images S combined by 
an unknown matrix A. Each row vector of X is a 
different image. ICA learns the weights matrix W

(Fig. 4. (a), (b)) such that the rows of U = W  X are 
as statistically independent as possible. In this 
architecture, the face images are variables and pixel 
values are observations. The source separation is 
performed in face space and the source images 
estimated by the rows of U are then used as basis 
images to represent faces. The compressed 
representation of a face image is a vector of 
coefficients used for linearly combining the 
independent basis images to generate the image 
(much like the PCA). Eight sample basis images 
(rows of U, each one rearranged to original image 
format) derived this way can be seen in the second 
row of Fig. 5. Notice the spatial localization, unlike 
the PCA (top row) or Architecture II (bottom row). 
The following conclusion can be drawn from this 
example: each row of the mixing matrix W found by 
ICA represents a cluster of pixels that have similar 
behavior across images. We say that Architecture I
produces statistically independent basis images.

Although the basis images obtained in 
Architecture I are approximately independent, the 
coefficients that code each face are not necessarily 
independent. In Architecture II [5], [14], the goal is 
to find statistically independent coefficients for 
input data. The rows of data matrix X are now 
different pixels and the columns are different 
images. The pixels are now variables and the images 
are observations (Fig. 4. (c), (d)). The source 
separation is performed on pixels and each row of 
the learned weight matrix W is an image. A (inverse 
matrix of W) contains the basis images in its 
columns. The statistically independent source 
coefficients in S that comprise the input images are 
recovered in the columns of U. Eight sample basis 
images derived this way can be seen in the third row 
of Fig. 5. In this approach, each column of the 
mixing matrix W-1 found by ICA attempts to "get 
close to a cluster of images that look similar across 
pixels". This way, Architecture II tends to generate 
basis images that are even more face-like than the 
one derived by PCA. In fact, the basis found by ICA 
will average only images that look alike. We say 
that Architecture II produces statistically 
independent coefficients (it is sometimes called 
factorial code method as well). 
 If training data for face recognition system 
would have 500 images, ICA algorithm would try to 
separate 500 independent components, which has 
high computational complexity, if not impossible. 
That is why it is common practice to perform ICA 
on the PCA coefficients (rather then directly on the 
input images) to reduce the dimensionality [5]. 
 Face recognition using ICA can be summarized 
by the following: compare the test image 
independent components with the independent 
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Figure: “Eigenfaces” [Delac et al., 2005]

X Lends additional insight into archaeological record
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Step 2: match known attributes

Represent the gappy sample with the first p ≤ m eigensamples

E [x̄(B)] ≈
p∑

j=1

ujaj(B)

X Same model for all gappy samples

Compute coefficients aj(B) to match known attributes

Equivalent to least-squares regression in one discrete
variable with eigensamples as basis functions
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Dimension of the system

Least-squares matrix is l × p, with l ≤ n, p ≤ m

X Can handle the case with more attributes than full samples
(n > m)
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Step 3: compute expectation and variance

The i th attribute of the gappy sample has expectation

E [xi (B)] = µi + si
∑

uj
i aj(B)

and variance

σ2
i =

s2
i

l

l∑
k=1

x̄k(B)−
p∑

j=1

uj
kaj

2

Can construct confidence intervals since least-square
regression assumes a Gaussian distribution
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Case study: housing in Campania
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Data set: Pompeii & Herculaneum
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Attribute selection

n = 4 attributes
[Wallace-Hadrill, 1996]:

1 House size

2 Number of rooms

3 Number of decorated rooms

4 Distance to the forum
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Methodology

Insert artificial gaps

Check accuracy of Gappy POD prediction
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Complete set

Herculaneum houses treated as complete (training) set

m = 29 complete houses

p = 1 eigensample retained (only 4 attributes)

99% confidence intervals
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Gappy set 1: Herculaneum

Gappy attribute: number of rooms

Correct predictions for 62.1% of houses (18/29)

Example: Casa del Papirio dipinto

Correct number of rooms: 8
X Confidence interval: [7.4, 10] rooms
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Gappy set 2: Pompeii

Gappy attribute: area of house

Correct predictions for 47.3% of houses (44/93)

Example: I.6.4

Correct area: 400 m2

X Confidence interval: [397, 436] area (m2)
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“Eigenhouses”

First eigenhouse: most houses in the set have a value of c
that closely describes it

Pompeii 
409.6
12.2
5.0

111.0

+ c


−0.9982
−0.0184
−0.0139
0.0553


Herculaneum 

312.9
12.1
5.4

92.9

+ c


−0.9984
−0.0180
−0.0146
−0.0506
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“Eigenhouse” representation

VI.15.1/27 (Pompeii)

true :


1100

24
15
79

 , with c = −676.2 :


1070.4

24.6
14.6
73.4


3.11,8 (Herculaneum)

true :


520
21
14

119

 , with c = −2.3357 :


673.0
19.9
12.1

129.3
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Conclusions

New method for filling in lacunose data

Basis functions are empirical

Handles cases where “standard” regression breaks down
(more attributes than samples)

A uniform model for all samples

Eigensamples lend valuable insight into the archaeological
record
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Future directions

Expand the current study

Different scales

More attributes than
samples (better-suited for
the method, “standard”
regression breaks down)
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Questions?
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